
AI复习

第2章 逻辑与推理

命题逻辑

谓词逻辑

知识图谱推理

知识图谱定义

有向图，描述实体和实体之间的关系

一阶逻辑FOL 三元组

推理方法

归纳逻辑程序设计ILP FOIL归纳推理 p34
First order inductive learner

序贯覆盖

即从一般到特殊，逐步添加目标谓词的前提约束

谓词，直到所构成的推理规则不覆盖任何返例

输入：目标谓词、训练样例（正例反例）、其他

背景知识样例

输出：可得到目标谓词结论的推理规则

算法：

① 将目标谓词作为结论
② 其他谓词作为前提约束谓词，逐一添加到推理
规则中，计算FOIL信息增益值
③ 选可以带来最大信息增益的前提约束谓词放入
推理规则，得出新的推理规则

④ 删除训练样例集合中与该推理规则不符的样例
⑤ 重复2 3 4直到推理规则不覆盖任何反例

路径排序算法PRA

思路：将实体之间的关联路径作为特征，学习目

标关系的分类器

算法：

① 特征抽取：生成并选择路径特征集合
② 特征计算：计算每个训练样例的特征值P(s-
>t, Πj)，可以是概率、bool、频次等
③ 分类器训练

基于分布式表达的知识推理

第三章 搜索算法

3.1 搜索算法基础

基本定义

评价指标 完备性：存在解，算法能否找到

算法框架

边缘集合=开表

扩展

BFS

DFS

剪枝

无信息搜索

图搜索和树搜索

可/不可扩展边缘结点

闭表：储存所有被扩展过的结点的状态

图搜索扩展的结点更少（因为剪枝、闭表）

但可能找不到最短路径

所以需要算法上做很多限制和调整

3.2 启发式搜索
（有信息搜索）

基本概念

启发函数h(n)
估计结点n距离达成目标还需付出多少代价

常用来规定pick_from函数

评价函数f(n)
决定搜索算法扩展结点n的优先度

f(n)越小，被挑选优先级更高

贪婪最佳优先算法

f(n) = h(n)

需采用排除环路的剪枝方法！

则完备，但可能找不到最优解

A*算法
g(n)：起始结点 - 结点n的路径代价

定义f(n) = g(n) + h(n)

（不要求）一致代价搜索UCS f(n) = g(n)

3.3 对抗搜索
（博弈搜索）

假设：信息确定、全局可观察、竞争对手轮流行

动、输赢收益零和

最大最小搜索 minimax search

交替探索2玩家决策：
玩家MAX想最大化终局得分；
玩家MIN想最小化终局得分

在计算搜索树种每个结点分数后，每一步由玩家

自己的角色选择使得分数max or min的行动，自
下而上

MAX玩家在下一层MIN玩家给出的选择里找最大
的；

MIN玩家在下一层MAX玩家给出的选择里找最小
的；

递归下去直到叶子结点terminal，往root返回

缺点：每次都要展开到最底下，复杂度很高

Alpha-Beta剪枝算法

剪枝关键：算法对每个结点有一个预期的取值范

围

思路总结：p87
 - 假设有一个位于MIN层的结点m，该结点能往上
面的MAX结点反馈的收益为alpha。
 - n说和m同层的sibling的后代结点。若当n的后
代被访问一部分后，导致n能往上面MAX层反馈
的收益<alpha，则n的未被访问孩子结点将被剪
枝。

可以为每个结点设置一个下界alpha值和一个上
界beta值，来判断该结点及其后续结点可否被剪
枝 

初始化为[-∞, +∞]

继承父结点的alpha和beta

更新

对于Max结点，若孩子MIN的收益>alpha，更新 调下限

对于Min结点，若孩子MAX的收益<beta，更新 调上限

若alpha>beta，该结点后续未访问结点被剪枝

举例：p90图

3.4 蒙特卡洛树搜索

问题：不能预先计算最优策略，需要一边探索一

边调整

贪心算法

普通 暴露探索 - 利用之间的关系

epsilon - 贪心算法

有epsilon概率随机摇

没有考虑摇的次数，不合理

少量的摇可以大概确定一个机器的数据分布了

上限置信区间算法 UCB1
upper confidence bounds

为每个动作的奖励期望计算一个估计范围，优先

采用估计范围上限较高的动作

如何计算奖励期望的估值范围
霍夫丁不等式

p99 式3.5

策略：第t次选择动作a_{l_t}，使（式3.5）l_t取值
最大

蒙特卡洛树搜索

要求降低，只找近似最优解

采样方法：蒙特卡洛法

步骤

1 选择
UCB1
从root开始向下递归选择子结点，直到leaf或者
具有未扩展child的结点L

2 扩展 如果L不是leave，随机扩展一个它的未被扩展的
child M

3 模拟 从M出发，随机走到终局，即走到leave

4 反向传播
用终局得分回溯更新到模拟路径中M及M以上结
点的（奖励均值，被访问次数）

上限置信区间树搜索 UCT

基于最大最小算法

用UCB1

蒙特卡洛采样

详细举例：看p103图即可

第4章 机器学习-监督学习

目标：从原始数据提取特征，学习一个映射函数

f，将特征映射到语义空间，寻找数据和任务目标
之间的关系

基本概念

监督学习、无监督学习、强化学习区别

监督学习：

有标签信息，

应用：分类、回归 
一般包括三部分

学习映射函数f

测试集上测试f

未知数据集上测试f（真正投入使用）

无监督学习：

无标签

应用：聚类、降维

半监督学习：

部分标注数据

强化学习：

序列数据决策学习，从交互中学习

分类和回归的区别

分类输出：名义变量

回归输出：真实数值

常用损失函数

0-1损失函数 分类任务

平方损失函数

绝对损失函数

对数损失函数/对数似然函数

经验风险和期望风险

经验风险小-拟合好
期望风险小-模型好

训练集Loss最小-追求经验风险最小化
机器学习目标：期望风险最小化

期望风险是模型关于联合分布的期望损失，经验

风险是关于训练样本集的平均损失

结构风险最小化
平衡模型复杂度和最小化经验风险

表示模型复杂度

正则化项

惩罚项

主要的监督学习方法

判别方法

直接学习判别函数f(x)或条件概率分布P(Y|X)作为
模型

回归模型、神经网络、支持向量机、Ada 
boosting

生成方法

学习联合概率分布P(X, Y)

难点：联合分布概率或似然概率很难求

4.2 回归分析

一元线性回归

最佳：mean(残差平方)最小

参数求解过程：最小二乘法

多元线性回归

逻辑斯蒂回归/对数几率回归

就是把回归结果传入sigmoid再输出，构造非线性

输出具有概率意义（x为正例的概率），常用于二
分类问题

几率 正概率/负概率

对数几率/logit几率 log几率

对输入数据x作为正例的概率取对数，就得到了
线性回归模型log(P/(1-P))=WX+b

实质：用线性回归模型的输出，拟合真实标记的

对数几率

数据x属于正例概率>负例概率，即P(y=1 | 
x)>0.5，等价于log>0，也就是wx+b>0
逻辑斯蒂回归本质上是个线性模型，可以用线性

函数wx+b是否>0判断分类

参数求取：最大化对数似然函数

4.3 决策树

信息熵

信息增益

信息增益率

Gini系数

4.4 线性判别分析LDA
Fisher线性判别分析FDA

基于监督的降维方法

高维数据，有label
根据label进行线性投影到低维空间，同类样本尽
可能靠近，不同类样本尽可能远离

这个嵌入的低维空间，存在一个恰当的 高斯分
布，使同类别数据可以被映射到一起

定量计算步骤

和PCA的区别

PCA无监督，LDA有label

PCA寻找类间方差最大
LDA寻找类内方差最小，类间距离最大

PCA降维维数<原始数据特征维度d
LDA降维维数≤min(K-1, d)，和样本类别个数K有
关

4.5 Ada Boosting

集成若干个弱分类器，完成复杂的分类任务

引入概念 大概近似正确 PAC

核心问题

如何提高被错误分类的样本的 权重

如何提高分类误差小的分类器的权重

步骤

第5章 统计机器学习-无监督学习

5.1 KMeans聚类

要求：特征变量连续，没有异常值

目标：将n个d维数据划分为K个聚簇，使簇内方
差最小化

问题

离群点对均值影响大
使用其他目标函数，或者K-medoids（选择聚簇
中的具体点，取代随机值）

事先确定聚类数目K

对数据尺度敏感，各个维度单位要统一

硬分类 软分类：高斯混合模型

替代算法

层次聚类

谱聚类——基于降维的聚类算法

应用

图像压缩

文本聚类

5.2 主成分分析

其他称呼

KL变换KLT

霍林特变换

本征正交分解POD

要求：降维后的结果保持原始数据的原有结构，

数学角度来说就是保持原始高维数据的总体方差

结构

方差、协方差和相关系数

步骤

对每个记录进行中心化处理

求X的协方差矩阵

求协方差矩阵的特征值分解，对特征根排序

选择前l个最大特征根对应的特征向量组成映射矩
阵W

线性降维

其他降维方法

非负矩阵分解NMF

非负大矩阵分解成非负小矩阵

应用：图像像素矩阵、自然语言单词-文档矩阵

要求分解后所有分量均为非负值

非线性降维

多维尺度法MDS

保持原始数据两两距离不变

根据距离矩阵计算，保证降维后数据距离关系保

持不变

无法对新数据集合进行降维，因为没有距离矩阵

线性降维

局部线性嵌入LLE

基本假设：

一个流形的局部可以近似于一个欧式空间，每个

样本均可以利用其邻居进行线性重构。

换句话说，如果假设数据是局部线性的（即使数

据的原始高维空间是非线性流形嵌入），于是可

以用和邻居数据的线性关系进行局部重构。

保留了每个数据的局部性质，利用局部线性来逼

近全局非线性，通过相互重叠的局部邻域提供全

局结构信息，最终保持数据整体几何信息。

非线性降维

5.3 特征人脸方法

应用PCA实现人脸图像降维

原始数据X是n个1024维的人脸向量，走一遍
PCA，归为用36个特征人脸（特征向量）表达，
每个特征向量都是1024维

即X：n*1024，W：1024*36

5.4 潜在语义分析 奇异值分解，重建

5.5 期望最大化算法

E 求取期望

M 期望最大化

不能保证找到全局最大值，有可能是鞍点

二硬币三硬币

第6章 深度学习

6.1 发展历史

6.2 前馈神经网络
feedforword neural network

概念

神经元

激活函数

为了能够使用梯度下降，激活函数必须连续可导

sigmoid

tanh

ReLU修正线性单元

softmax多分类，求输入数据在所有类别上的概率分布

损失函数

均方误差函数MSE

交叉熵损失函数

单层感知机

可用来区分线性可分数据

异或XOR不行

多层感知机

参数优化和学习

梯度下降

在多元函数中，梯度是对每一变量所求导数组成

的向量

梯度的反方向是函数值下降最快的方向，因此是

损失函数求解的方向

损失函数一般都是凸函数

分类

批量梯度下降整个训练集上计算Loss

随机梯度下降使用每个样本计算Loss，分别更新参数

小批量梯度下降一批，累计误差，更新参数

反向传播

反正就是链式求导

举例：p212

结构

输入层

隐藏层

输出层

同一层神经元不相互连接，不同层神经元只有相

邻的连接

6.3 卷积神经网络概念

卷积核

空间依赖

高斯卷积核

所有系数sum=1

中心最大，向外扩散的过程中逐渐减少

图像平滑操作：

当卷积核中心权重越小、和其他卷积权重系数差

别越小，则所得图像滤波结果越模糊

局部感知，参数共享，减少参数防止过拟合

Padding
边缘填0

则不存在下采样

Striding设定步长，跳过一些像素

特征图卷积滤波结果图

下采样操作信息约减

感受野

每个输出点的取值仅依赖于，输入图像中该点和

领域区域点的取值

是特征图上一个点对应输入图像上的区域

池化

对特征图进行约减 下采样

分类

最大池化

平均池化

K最大池化

全局平均池化GAP
global average pooling较少参数学习

分布式向量表达卷积-激活函数-池化-全连接层

神经网络正则化

提升泛化能力，减少过拟合

Dropout

随机丢掉一部分神经元

每次迭代训练中，以一定概率随机屏蔽每一层中

若干神经元

批归一化

把神经网络中每一层任意神经元的输入值分布改

成标准正态分布，把向sigmoid-1和1偏移的分布
强制映射成标准正态分布

则激活函数的 input被映射到梯度较大区域，克
服梯度消失问题，提高收敛速度

L1和L2正则化

损失函数中加入：正则化权重×正则化项

L0范数W中非零元素个数

L1范数W中各个元素绝对值之和

L2范数W中各个元素平方和

6.4 循环神经网络

沿时间反向传播算法 BPTT

根据输入输出的多寡

多对多

机器翻译

摘要生成

视频说明

多对一

情感分类

问答匹配

一对多图像描述生成

缺点：

① 有一定记忆能力，但当彼此相关信息在序列中
过远，难以捕捉时序依赖关系；

② 若输入序列过长，容易出现梯度消失或梯度爆
炸

LSTM
详细结构p229

输出门内容不进cell

门控循环单元GRU
简化版的LSTM

更新门 重置门

深度学习在自然语言和CV上的应用

词向量模型

词袋

单词是独立符号，忽视依赖关系

one-hot编码

分布式向量表达生成向量表达：Word2Vec

训练模式

CBOW根据上下文，预测单词

skip-gram根据单词，预测上下文

加快模型训练

负采样

层次化softmax

图像分类和目标定位

第7章 强化学习

基本定义
智能体在不断与其所处环境交互种进行学习的一

种方法

和有监督学习、无监督学习的关系

马尔可夫

马尔可夫性

马尔科夫链

马尔可夫奖励过程MRP

马尔可夫决策过程MDP

强化学习问题定义

策略学习问题：给定一个马尔可夫决策过程

MDP=(S, A, P, R, γ)，学习一个最优策略Π，对任
意s∈S，使价值函数VΠ(s)值最大

价值函数 

动作-价值函数

贝尔曼方程=动态规划方程

基于价值的强化学习

通用策略迭代GPI
general policy iteration

策略评估

策略优化

策略优化定理

更优策略是一个偏序关系

如果两个策略关系Π和Π'，满足按Π‘选择的action
的q(s, a)≥按Π，则价值函数上也有这个关系

因此，如果每一步都选max q(s, a)，则这个策略
至少不会比其他的差

策略评估方法

基于动态规划的方法高斯-赛德尔迭代法

已知状态转移概率函数和价值函数，迭代计算，

更新价值函数

缺点：

① 要求输入状态转移概率函数，即要求算法对环
境构建明确模型，不显示

② 若精确计算每个状态的价值函数，效率低

基于蒙特卡洛采样的方法

状态转移概率不知道，但可以通过样本均值来估

计

从某状态出发，根据策略走MaxIter条片段出来，
求每条片段对应的Gt，其均值就作为价值函数

优点：

① 不依赖状态转移概率，不用显式定义状态转移
矩阵

② 计算资源集中在感兴趣的状态上，即被采样的
状态，以此克服状态过多时的计算效率低下问题

缺点：

① 价值函数估计不准确
② 只有转移到终止状态才能知道回报，导致采样
轨迹很长，影响效率

时序差分法

思想：

通过采样获取环境信息

利用前序已知信息在线学习，更新不用等到终止

状态

时序差分，指的是对采样得到的更新值不照单全

收，用alpha松弛变量控制一下

采样，但是不等一条全部结束再计算。根据下一

个状态的V(s)就酸掉了，克服采样轨迹的稀疏性
和可能带来的样本方差较大的问题，缩短反馈周

期

迭代策略评估和策略优化

价值迭代算法

每一步里，先动态规划迭代，再优化选择最好的
a

缺点：要求状态转移矩阵

Q-learning

每一步里，先选择现在最好的a，再时序差分计
算q

记录的是动作-价值函数q而不是价值函数V，因
为策略优化要求已知q，如果仍然记录V且没有状
态转移概率，无法求出q

探索与利用

离策略算法

采样时策略和更新时策略不一致

ε-贪心版本的Q learning
把“选择当前q_max的action”改成有一定概率随机
选择action。但后续更新计算q时max操作保留

在策略算法

参数化与深度强化学习

用数组存放q值表的问题：
① 状态太多，汉南存
② 被访问少的状态的q是不可靠的

参数化

用回归模型拟合q函数

当regression是个深度神经网络，则称为深度强
化学习算法

举例：深度Q学习算法

问题

1 样本相关性强
相邻样本来源于同一条轨迹，Q学习又倾向于反
复更新一部分状态，来源于已采样的轨迹，而不

是均匀分布在整个状态空间。因此，传统Q和深
度回归Q都会使这部分状态更加准确，但对于未
采样状态的估计，深度回归Q会导致更不准。

2 对参数θ的更新会同时用来计算q的估计值和当
前值

算法可以把估计值往当前值调整，也可以反过

来。这使优化目标不唯一，收敛不稳定

深度Q网络DQN

解决上面俩问题

解决样本关联性强问题经验重现

四元组(s, a, R, s')
每新一组就放进去存着

计算Loss的时候从历史记录里随机挑一批出来算

样本相关性减弱；

重复利用过去的经验，提高信息利用效率

解决同样参数θ更新2值目标网络

即新建了一组参数θ’，用来更新q的估计值

θ‘比较稳定，定期把θ同步给θ’

H(n)可以用来计算f(n)

为减少时间开销
提出剪枝方法


